oniszIA

Inventory of comparative

judgments and rulings

Al and Vulnerable Groups

CONTENT

1. INTRODUCTION.....ccctttttritrmtrenrienrientitittieiimiessiessiessisesmmssisssssssssssssssssssssssssssssssssssssssssssssssssssssssssns 3
1.1. INTRODUCTION TO THE STUDY c.cttteuuitttteeaeeasuutteteeeesaausseeeeeseaaunseeeeesesaannsseeeeeeaaannsaneeeesesaanseneeessaannnnees 3
1.2. IVIETHODOLOGY ...tteeeeeeiiitteeeeeee sttt e e e s e bteeeeeeeaunse e e e e e e saaabeeeeeeeaeaansbeeeeeeeeannbeaeeeeeaaannreaeeeeesannnneen 4
2.  VULNERABLE GROUPS AND RELEVANT JUDGEMENTS ........cccoeeerummmmmmnnnnnsnensnnnsnnnnnnnsnnnnnnseennsennees 5
2.1 PEOPLE IN SITUATIONS OF POVERTY OR SOCIAL EXCLUSION ...eeeeeeeiiuurereeeeeaannrrrereeesesanreneeeesseannnnneeessesannseneeessas 5
2.1.1. ROBODEBT: automated-debt collection system, AUStralia .............ccoccvvueeecvueeeesiveeeeiienesivnnnnn, 5
2.1.2. BOSCO: decision making tOOl, SPAiN ............eeeeeueeeeecieeesceieeesieeeestte e ceeeesttaeessteaaesivsaaesnenaens 6
2.1.3. CalWIN: automated decision system, California..............cccceevceeevveeeseeeseeeseinsieeeenieeeeee 8
2.1.4. OFQUAL: automated decision system, United Kingdom ...............cccoceevceieneeesceirseinieenieennenn, 8
2.1.5. SCHUFA: credit scoring and automated decision making, Germany .............ccccccvvuveeeeeeccnnn. 10
2.1.6. SyRI: fraud risk assessment system, the Netherlands ..............cccccoveeeevveeciieeeeciveeeeiieeesinnnn. 11
2.1.7. DUB & BRADSTREET Austria: automated decision-making, AUStriQ ............cccceeecvveeeecvveeennnen. 16
2.1 INFORMAL AND PRECARIOUS WORKERS .....vvteuteeuteesutesteesseesseesareessseesssessseesssessnseessesssseessseesssesssees 17
2.2.1. AMAZON: Flex delivery app, United StAtes ...........cccuueeeeveeeeieieeesieeeesieeeeiieeesieaaeceaessaeeans 17
2.2.2. UBER: employment in the digital era, United Kingdom ..............c.cccoeveeeveeenceensvieseieieeeeens 19
2.2.3. DELIVEROO: algorithmic discrimination and labour rights, Italy ............ccccecceevveenvvenieeneenne 20
2.2.4. TEACHER ALLOCATION ALGORITHM, TEQIY ...oooevveeivesieesiiieeieesis ettt saesiaesiaa e 22
2.3. PERSONS BELONGING TO RACIAL OR ETHNIC MINORITIES, INCLUDING MIGRANTS, REFUGEES. INDIGENOUS PEOPLES. 23
2.3.1. AFR Locate: automated facial recognition, United Kingdom ...............ccccceeevveeeccreeeecvveaennnen, 23
2.3.2. COMPAS: risk assessment tools for recidivism, United StQtes ..........ccccoveevvveeesceeeeeirreesnnen 25
2.3.3. CORRECTIONAL SERVICE: psychological and actuarial risk Assessment Tools, Canada.......... 26
2.3.4. DYNAMIC TRAFFIC CONTROLS: policing methods, the Netherlands ................cccoeeuvevueenennne 27
2.3.5. CrimSAFE: automated screening in housing applications, United States............ccccceevueevueenne. 28
2.4. \WOMEN AND PERSONS EXPOSED TO GENDER-BASED DISCRIMINATION ..cceteeuuuereeereseaainnreeeeesseannreeeeesssennneeeeess 30
2.4.1. VIOGEN: Risk Assessment Tools for ReCidiVisSm, SPQIN ...........c..coueueeeeeeeeeeeeereeeeeeseeeeeessenenes 30
2.5. CHILDREN AND ADOLESCENTS .uuutttteeeesasutreteeessasaunreteeesssaaunsseeeeessaasnseeeeesssansssseeeesesannsenneesesasansseneeessannns 31
2.5.1. DEEPFAKES: generative artificial intelligence, Chile................coeecveeeeecveeeciieeeciiieeecveeesieenn 31
2.5.2. PARCOURSUP: algorithmic transparency in higher education admissions, France ................ 32
2.5.3. CHARACTER.AI: generative Al and product liability, United States............cccccuevcvveeecvvneennnen. 33
2.5.4. TIKTOK: addictive design and exploitation of youth mental health, United States................. 34
2.6. OLDER PERSONS ...euiuutittteeesaaustteeeeesaaunteteeesssaaunseeeeeeesaaasseaeeeeseaansseeeeeeeesanseeeeeeeeaansbeaeeeesasannrenaeessaannns 36
2.6.1. EEOC: algorithmic age bias in hiring, UNited StAtes............ccccvvuveeeeeeeiciiiiieeeeesiciiieeeeeeescvveeens 36
2.7. PEOPLE WITH PHYSICAL, MENTAL, SENSORY OR INTELLECTUAL DISABILITIES ...uuuvveerererennereeeeesseannreeeeesssennnneeeeess 38
2.7.1. WORKDAY: Algorithmic Screening Tools in Employment, United States .............ccccccvvveune... 38
2.8. PEOPLE WITH CHRONIC ILLNESSES OR HEALTH CONDITIONS THAT LEAD TO DISCRIMINATION . ...cevvterurerreeenvrenreenns 39

24 December 2024



Alre ons:lA

2.8.1. ChatGPT: Generative Artificial Intelligence, Colombia................cccouveeeevvieciieeeeeciieeeiieeaeainnn. 39
2.8.2. ADULT BUDGET CALCULATION TOOL, UNited StAtesS .......ccccuvevuveseeesiiesiieeiiiessieesiieesieesivnenns 40
3.1. FACIAL RECOGNITION TECHNOLOGIES ..cevuveeeuteeruteesreessreesseesssesesssesseessseesseesuseessseesssessseessssesnseesssessssessnses 41
3.1.1. Facial recognition teChNolOgy, SPQIN ...........ceeecueeeeeiiieeesiee e ece et et e e s etaeeseteaesseeaens 41
3.1.2. Facial recognition techNOlOGY, RUSSIA ...........cccueevueiereeeieieeieieeseeee et 43
3.1.3. Facial recognition technology, United States (State of New JErsey).......cccecovvvvveevvesvvesiunanns 44
3.1.4 Facial recognition technology, United States (California)...............ccccoeeeuveeeeveeeeecveeeecereeennnnn. 45
3.1.5 CLEARVIEW Al CONAUQ ...c.veeeiieeeeesiieesieeceessieestte s tae st esitaesstasataaessaastaassaasssassssessssesssessses 46
3.1.6 CLEARVIEW Al AUSEIQIIQ ..c...veeiiieeieeiiiesiieecieeeieesiee sttt esiteesita st e s siee s taessaesateesteenssasnssesseas 47
3.1.7 CLEARVIEW Al FIONCO.....ocuveeiiiesiieeieeeieesitesieesiitesiteestessstsessesstassasaesstasssssssssssssssssessssesnsses 48
3.1.8 CLEARVIEW Al, United States (IliN0IS) ............cccueeeecreieeesiieeeieeeeseeeecteeesee e s e e scteaesveea e 50
3.1.9 CLEARVIEW Al, Netherlands, Greece, Hamburg, ItQly.............cceeeeuveeeccuveesiieeeeiiieeeciraesvennnn 51
3.1.10 CLEARVIEW Al SWEUEN .....eeeeeeeeeeeee et eeettttea e e e e ttateea e e e e ee s aaaeeesassssasaseesesssssenasens 52
3.1.11 CLEARVIEW Al, UNited KiNGOOM .......oeceeesriiesieeciisesieecieessiee st e steesaaesitaesisassivassseessaesseasnses 54
3.2. Al SYSTEMS WITHIN THE JUSTICE SYSTEM ...uuititteeeeeesuutereeeesaaaunteeeeeessaausseeeeeeseaunseeeeesssaannsneeeeessaannsneeaeesaan 55
3.2.1. TrueAllele: DNA evidence, United States (California)............cooueecvueeeeeeeeeciiieeeecveeeecveaesvennn 55
3.2.2. iBorderCtrl: Al and transparency in border controls, European Union................cccceeeevveennen. 57
3.2.3 TrueAllele: DNA and algorithmic, United States (NeW JErsey) .........ccouuvvveeecvveescveeeeivnessinnn 59
3.2.4 hessenDATA: police automated toolS, GEIrMaNY ............ccccueeccueeeesciireesiiieesiieeescireesieaessseeans 60
3.2.5 Videoconferencing in Criminal Proceedings: Remote Trials and Due Process, Chile................ 61
4. 1. VULNERABLE GROUPS ....iiieieieieteeesesee et sttt e b st e e et ettt et e e e e e e e e e e et e eeeeeesesesesasasasasens 63
4.2. COURTS AND AUTHORITIES DECIDING THE CASES.....uuttteteseeautrteeeeesaaainreeeeesesaunsreeeesesaanssnseeeesesanseneeesaasaane 64
A3 TIME PERIOD ... uuettetteeeeeutteeeeeeseeiebeteeesesaunse e eeeee s e msas et eeeeesaanse et eeese s ansaeeeeeeeaannsseeeeeeeaannnrenaeeeesannnnreeees 64
4.4, GEOGRAPHICAL SCOPE ....eeeiieeteeeeeeautietteeesesubeeeeeesseaanbbeeeeeesesannbeteeeeeaamnsseaeeeesaannsreteeeeeaannnnaeeeesesannnnnene 65
5. PLAINTIFFS 1uteeiutteeteesiteesuteestteesutesbaeesseesabeesaseesaseesabeessseessteeseesasaeeaseesabeesaseesateesaseenseeesnsesnseesnsaesseesas 65
4.6. RIGHTS AND PRINCIPLES AFFECTED .. vteeuveeeteesuteesuseesueeesueesssesesseesssessnsessnseessesssseesssessssesssssssssesssesssseesssess 66
4.6.1 Respect for the rule of law, human rights and democratic values, including fairness and
F o141 o oy PP PPPPRIN 67
4.6.2 Transparency and eXPIAINADIIILY ...........ccoeeueeeeeee ettt e et e e e e e st a e e e e esaranae s 69
4.6.3 RObUSENESS, SECUTTLY QNG SAFELY ..ottt e e et s e eetsaaesaenaens 70
4.6.4 ACCOUNTADIIIY ..ottt e st e ettt e et e e e et e e e st e e e et a e e e sssaesatsaaeesssasanssssassassenann 71
ANNEX. SUMMARY TABLE.........oootteeeeee ettt ettt ettt s e sttt ettt et st s sbae s e s steesateesaseenseeeses 72



cAlre onstlA

1. Introduction

This study systematically analyses case law on the impact of Al on vulnerable
groups. The research examines judicial and authoritative decisions globally,
employing an intersectional approach to map vulnerabilities and propose
safeguards against Al-related risks. Methodologically, it classifies cases by
vulnerability type while addressing the challenges posed by the evolving legal
landscape and limited precedent in this area.

1.1. Introduction to the study

Within the framework of Subgroup 1.2 of the Google Charity Project, our work
focuses on tracking, compiling, and systematising the most relevant case law on
the impact of Al on vulnerable groups. This includes identifying vulnerabilities and
potential impacts on fundamental rights, with a particular focus on the
Organisation for Economic Co-operation and Development (OECD) principles for
the development and implementation of Al: Inclusive growth, sustainable
development and well-being; Respect for the rule of law, human rights and
democratic values, including fairness and privacy; Transparency and
explainability; Robustness, security and safety; Accountability’.

While the study focuses primarily on Europe and the Americas, it also includes
relevant information from other regions of the world, such as Australia. The
search prioritises judicial decisions, without excluding the analysis of other
decisions by data protection authorities or similar bodies.

The following objectives are pursued:

e Provide information to quickly and concisely map the jurisprudence related
to Al and vulnerable groups.

e Descriptive analytical study of vulnerable groups, the type of court or
authority issuing decisions, the geographical area and the year in which
the decision was issued.

e Assessment of judicial or authoritative approaches to the issue, evaluating
the possibility of identifying a consistent legal standard regarding the risks
of Al to vulnerable groups and the safeguards that must be in place when
such systems are used, based on the decisions analysed.

e To formulate proposals for non-governmental organisations (NGOs)
working with different vulnerable groups.

' OECD, Recommendation of the Council on Artificial Intelligence (OECD/LEGAL/0449), Adopted
on: 22 May 2019; Amended on: 03 May 2024, available:
https://legalinstruments.oecd.org/en/instruments/OECD-LEGAL-0449
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This report adopts a concept of vulnerability in the context of Al technologies that
encompasses not only traditionally vulnerable groups, but also individuals who
may be affected by Al at any given time. It recognises that Al systems may exploit
human vulnerabilities, taking into account not only demographic and socio-
economic conditions or psychosocial factors but also contextual, relational,
situational, and temporal factors?.

1.2. Methodology

The first task was to search for judgments using legal databases, doctrinal
articles, reports from public and private organisations, news media and case
tracking. The number of judgments obtained is not extensive because, despite
the undeniable reality of the use of Al systems in many countries, legislation
regulating their use and the legal consequences of their misuse is relatively
recent. As a result, many incidents have not yet reached the courts, while others
remain unresolved. Some of these incidents are discussed in the report because
of their particular relevance and link to specific judgments analysed. In addition,
in certain cases, decisions have been appealed, which will require attention for
future decisions, as in the cases of BOSCO or WORKDAY.

The set of decisions has been classified on the basis of the following vulnerable
groups: people in situations of poverty or social exclusion; informal and
precarious workers; rural workers and rural populations; persons belonging to
racial or ethnic minorities, including migrants, refugees and indigenous peoples;
women and persons exposed to gender-based discrimination; religious, political
or philosophical minorities; children and adolescents; older persons; people with
physical, mental, sensory or intellectual disabilities; people with chronic illnesses
or health conditions that lead to discrimination; people living with HIV/AIDS or
other health conditions that make them vulnerable to discrimination; LGBTQ+
people and those whose gender expression does not conform to traditional
expectations; and people who speak a minority language or do not speak the
dominant language in their environment?. In the appendix you will find a summary
table of each judgment, with the name of the case with its reference, the court or
data protection authority from which it originates, the year in which the judgment
was issued and the vulnerable group affected by the IA system.

It should be noted, however, that in many cases the group concerned is not
categorised by a single factor, but by several. In this regard, an intersectional
approach is particularly important as it highlights the complexity of addressing

2 OTERGO, B., Al for Good: La idea de la vulnerabilidad humana en tela de juicio, 2 october 2023,
available at:
https://www.odiseia.org/post/ai-for-good-la-idea-de-la-vulnerabilidad-humana-en-tela-de-juicio-1

3 List for the cAlre project provided by OdiselA.
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these cases. This is illustrated by the cases of AFR Locate in the United Kingdom,
as well as CRIMSAFE and WORKDAY in the United States, where multiple
categories of vulnerability intersect.

2. Vulnerable groups and relevant judgements

Of all the vulnerable groups identified in the first section of this report, we have
found judgments related to the use of algorithmic or Al systems in the following
cases: people in situations of poverty or social exclusion; informal and precarious
workers; persons belonging to racial or ethnic minorities, including migrants,
refugees and indigenous peoples; women and persons exposed to gender-based
discrimination; children and adolescents; older persons; people with physical,
mental, sensory or intellectual disabilities; and people with chronic illnesses or
health conditions that lead to discrimination.

The analysis of the identified judgments is structured as follows: the origin of the
case, which outlines the facts, the decision made by the court or authority, and,
finally, key findings regarding the role of Al in affecting vulnerable groups.

2.1 People in situations of poverty or social exclusion

In this subsection, we not only present the main judgments related to people in
situations of poverty or social exclusion but also analyze three significant cases
that, to the best of our knowledge, have not been brought before the courts.

2.1.1. ROBODEBT: automated-debt collection system, Australia

Date of final decision: June 11, 2021
Authority: Federal Court of Australia

e Origin of the case:
The applicants filed a class action on behalf of approximately 648,000 group
members against the Commonwealth of Australia for its use of an automated
debt-collection system. This system, colloquially known as the ROBODEBT
system, was designed to recover overpaid social security payments from
recipients.

Social security recipients who do not earn a constant fortnightly wage, do not
earn a fortnightly income or only work for intermittent periods in a year were
affected. Many people who were required to repay illegally declared debts could
not afford to repay these amounts.
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The applicants sought court approval of a proposed settlement of the class action.

e Decision:
The Commonwealth conceded, and the court found, that it did not have a proper
legal basis to raise, demand or recover asserted debts based on income
averaging from the Australian Taxation Office (ATO) data.

His Honour stated that the Commonwealth's failure was particularly acute given
that many people who faced demands for repayment of unlawfully asserted debts
could not afford to repay those amounts, insisting that recipients of social security
benefits are particularly vulnerable and ill-equipped to properly understand or
challenge the basis of the asserted debts.

The approved proposed settlement required that the Commonwealth pay $112
million, to be distributed proportionately amongst relevant group members
depending on the size of their debt and how long they were without their money.

e Key findings
As the judge underlined, this proceeding has exposed a shameful chapter in the
administration of the Commonwealth Social Security system and a massive
failure of public administration.

The significance of the decision is that it puts governments on notice that they
cannot merely rely on automatic systems and broad assumptions in formulating
and implementing policy, particularly in the context of social welfare, and
especially where the consequences are particularly felt by persons who are
disadvantaged in terms of resources, capacity and information#.

2.1.2. BOSCO: decision making tool, Spain

Date of final decision: April 30, 2024 (cassation appeal November 27, 2024)
Authority: Spanish National Court (Audiencia Nacional)

e Origin of the case:
BOSCO is an application developed by the Spanish government and provided to
electricity companies. This tool is used to determine whether a vulnerable user
qualifies for discounts on their electricity bill (verifying applicants' eligibility for the
social electricity subsidy). Concerns have been raised about its accuracy, as the

4 Humarights Lw Center, The Federal Court approves a $112 million settlement for the failures of
the Robodebt system, 11 june 2021, available at:
https://www.hrlc.org.au/human-rights-case-summaries/2021/9/30/the-federal-court-approves-a-
112-million-settlement-for-the-failures-of-the-robodebt-system
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tool has denied subsidies to individuals who were entitled to them, although this
could not be proven due to a lack of transparency.

Due to its malfunctioning, the Civio Foundation requested access to the source
code of the social electricity subsidy tool. While technical information was
provided, access to the source code was denied by the Transparency Council
(Resolution 701/2018, dated February 18, 2019), rejected again by Central
Administrative Court Judgement 143/2021, dated December 30, and most
recently by the National Court in a Judgement on April 30, 2024, which dismissed
the administrative appeal. In other words, access has been denied on three
separate occasions.

e Decision:
In the Judgement of April 30, 2024, the Civio Foundation was denied access to
the source code of BOSCO for the third time. The National Court rejected Civio's
arguments, stating that the source code is protected under Intellectual Property
Law and that providing it would significantly endanger the rights of third parties
and conflict with legally protected interests, as defined by the limitations on
access to public information under Article 14 of Law 19/2013, dated December 9,
on transparency.

e Key findings

This Judgement missed an opportunity to address the guarantees of due process
and protections for individuals facing administrative procedures involving digital
tools, rendering it weak from a doctrinal and jurisprudential standpoint. The case
underscores the importance of transparency in the use of algorithms by public
administrations and the need for regulations that ensure such transparency.
Updating transparency legislation is essential, particularly to impose and define
proactive disclosure in the form of public algorithm registries®.

The Civio Foundation has filed a document to prepare for an appeal before the
Supreme Court.

The cassation appeal was granted by the Administrative Chamber of the
Supreme Court (First Section) on 27 November 2024. The Court stated that the
issue raised in the appeal was of objective cassation interest for the development
of case law, in particular for determining whether it is appropriate to provide the
source code of the software application in order to verify compliance with the
requirements to qualify for the social bonus.

5 COTINO HUESO, L., “Caso Bosco, a la tercera tampoco va la vencida. Mal camino en el acceso
a los algoritmos publicos”, Diario LA LEY, n® 84, Seccién Ciberderecho, 17 May 2024, p. 5.
7
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The case has been referred to the Third Section of the Administrative Chamber
of the Supreme Court for consideration of the appeal. We are currently awaiting
its final decision.

2.1.3. CalWIN: automated decision system, California

Date of final decision: November 13, 2013
Authority: Court of Appeal of the State of California, Third Appellate District
(Sacramento)

e Origin of the case:
The case arose when the plaintiffs, who were welfare recipients in California,
claimed that the CalWIN system automatically and erroneously terminated or
delayed their benefits without sufficient human oversight or intervention. This led
to a lawsuit in which the plaintiffs sought a writ of mandate to compel the
California Department of Social Services to modify the system to prevent these
automatic actions. They claimed that the system’s failure to correctly process
required eligibility reports resulted in unwarranted terminations, reductions or
delays in welfare benefits.

e Decision:
The court ruled in favour of the Department of Social Services, confirming that
the termination or reduction of benefits was the result of human error rather than
systemic flaws in the CalWIN system itself. The court also affirmed that the
department maintained sufficient oversight of the system and exercised proper
discretion in administering it. The trial court’s decision to sustain a demurrer and
dismiss the claims was affirmed without leave to amend.

e Key findings

The CalWIN system embodies a form of automation and algorithmic decision-
making that affects vulnerable groups, particularly low-income individuals and
families who rely on welfare programmes. The court acknowledged the potential
for systemic error, but attributed the primary problem to caseworker error rather
than inherent flaws in the automation process. The judgment pointed out the
importance of proper oversight, human intervention and training to ensure that
vulnerable recipients are not unfairly denied benefits due to errors in automated
systems.

2.1.4. OFQUAL: automated decision system, United Kingdom

Date of final decision: August 5, 2021
Authority: Information Commissioner’s Office (ICO)
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e Origin of the case:
A-level and General Certificate of Secondary Education (GSCE) examinations
couldn’t take place because of Covid-19. Hence, OFQUAL (the regulator of
qualifications, exams and tests) tasked an algorithm with assigning grades.

The complainant wrote to OFQUAL and requested statistical information relating
to the adjustments made to A-level grades, based on what is known as ‘the
algorithm’, and contacted the Commissioner (ICO) to complain about the way that
their request for information had been handled.

There were concerns that the algorithm itself was unlawful, not only breaching
anti-discrimination standards but also Article 22 of the GDPR which outlines the
right not to be subject to fully automated decision making that significantly affects
individuals. The complainant has made this request based on concerns that
students attending lower- performing centres from more deprived areas were
disadvantaged by the algorithm.

e Decision:

The Commissioner decided that the public interest lies in disclosure. Disclosure
would seek to build a bigger picture of a process that delivered “significant
inconsistencies” and will demonstrate how justified and widespread concerns
regarding the algorithm were. The Commissioner concurs with OFQUAL when it
says that disclosure would be likely to have repercussions. However, the
Commissioner disagrees with the prejudice to current students that OFQUAL has
foreseen and, with this in mind, orders disclosure.

OFQUAL appealed to the First-tier Tribunal. The tribunal dismissed the appeal,
but OFQUAL had permission to appeal to the Upper Tribunal (Administrative
Appeals Chamber). The case is now back in the hands of the First-tier Tribunal
to clarify the public interest issue.

o Key findings:
Machine learning made a prediction based on historical data, ending up
reinforcing existing inequalities. The complainant's request for information was
based on concerns that students from centers in more economically
disadvantaged areas had been harmed by the algorithm, and disclosure of the
information would serve to hold OFQUAL accountable.

This reflects a broader concern about the fairness of the process of assigning
grades based on historical school performance. These inequities in the grading
outcome fueled public debate about the fairness of OFQUAL’s algorithm and

9
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decision as evidenced by the resolution: “OFQUAL recognises that disclosure
would illustrate the variances of adjustments that the algorithm made to
Certificate of Advanced Graduate Study (CAGs) across centres in England [...]
the algorithm saw almost 40% of students in England, Wales and Northern
Ireland awarded a grade lower than their CAG and was met with widespread
criticism within the mainstream media [...] The complainant has made this
request based on concerns that students attending lower-performing centres
from more deprived areas were disadvantaged by the algorithm”.

2.1.5. SCHUFA: credit scoring and automated decision making, Germany

Date of final decision: December 7, 2023
Authority: European Court of Justice

e Oirigin of the case:
SCHUFA is a company that provides creditworthiness information to its clients,
including banks and lenders, through credit scoring processes. Credit scoring is
the process of assigning a score to a credit applicant based on mathematical and
statistical models. This score is generated from credit profiles created using data
from individuals with similar characteristics.

The plaintiff in this case is an individual whose credit application was rejected
based on the information provided by SCHUFA, which was subsequently passed
on to the lending institution. The plaintiff exercised his right of access to personal
data and requested detailed information from SCHUFA. However, SCHUFA only
provided general information, citing trade secrets relating to the profiling
algorithm. It refused to disclose the individual's specific data or the weighting
used to generate the score. SCHUFA argued that the final decision to grant or
deny credit rested with its contractual partners (the lenders) and that SCHUFA
merely provided the credit score.

The Wiesbaden Court (Germany) referred a preliminary question to the European
Court of Justice (CJEU) on the interpretation of Articles 6 and 22.1 of the General
Data Protection Regulation (GDPR). The question focused on whether the
automated generation of credit scores by a credit reference agency (such as
SCHUFA) falls within the scope of Article 22 of the GDPR, given that SCHUFA
itself does not make the final automated decision, but merely provides the credit
score to its partners.

e Decision:
In its judgment of 7 December 2023, the CJEU analysed for the first time Article
22 of the GDPR on automated decision-making. The Court concluded that the
10
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automated generation of a probability score by a credit reference agency, based
on personal data about an individual's ability to meet future financial obligations,
constitutes an "automated individual decision" under Article 22(1). This is the
case where the score plays a determining role in a third party's decision to enter
into, perform or terminate a contract with the individual.

The Court interpreted Article 22 broadly, holding that a score generated from a
probability value is a “fully automated decision” if it significantly influences the
decision of a third party, such as a lender, in entering into a contractual
agreement.

e Key findings:
The judgment extends the scope of Article 22 of the GDPR beyond the formal
decision-maker, to include third parties that process data. Furthermore, the
judgment highlights the significant impact that automated decisions can have on
the outcome, even if the decision appears to have been made by a human or
other entity. This approach represents a significant advance in legal protection
against the risks posed by automation and Al®.

2.1.6. SyRI: fraud risk assessment system, the Netherlands

Date of final decision: February 5, 2020
Authority: The Hague District Court (Rechtbank Den Haag)

e Oirigin of the case:
According to the Court, the Systeem Risicoindicatie (better known as SyRlI) is a
legal instrument used by the Dutch government to prevent and combat fraud in
areas such as social security, income-dependent schemes, taxes, social security,
and labour laws.

The system processes an almost unlimited amount of structured data from
existing and available records. A total of 17 categories of data are eligible for use,
including employment, administrative sanctions, tax information, movable and
immovable assets, social benefits, business data, housing, identification, civic
integration, compliance with legislation, education, pensions, debts, permits, and
exemptions, as well as information on whether a person is covered by the Health

6 COTINO HUESO, L., “La primera sentencia del Tribunal de Justicia de la Unién Europea sobre
decisiones automatizadas y sus implicaciones para la protecciéon de datos y el Reglamento de
inteligencia artificial”, Diario LA LEY, n° 80, Seccion Ciberderecho, 17 January 2024.

11
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Insurance Act (Section 4.17)7. SyRI feeds this mass of data into a risk model
using fixed indicators, which then generates a list of citizens deemed to have a
higher risk of fraud. The data may only be used to produce a risk report on a
natural or legal person who is considered worthy of investigation for potential
fraud, unlawful use, or non-compliance with regulations. The Social Affairs and
Employment Inspectorate then analyzes the risk report produced by SyRI.

e Decision:
The court determined that this legislation fails to comply with Article 8 of the
European Convention on Human Rights (ECHR), which safeguards the right to
privacy in personal and family matters, as well as home and correspondence.
The judgment stated that the legislation does not achieve a fair balance, as
required by the ECHR, to sufficiently justify any violation of private life, nor does
it adequately prevent the risk of discrimination. The implementation of SyRI was
found to lack sufficient transparency and accountability. As a result, the court
declared the SyRl legislation unlawful and non-binding, as it contravenes higher
legal standards.

e Key findings:
This case is not only significant for the protection it affords to the fundamental
right to privacy (right to data protection) under Article 8.2 of the ECHR but also
for the transparency issues it exposed. The court noted that “it is hard to imagine
any type of personal data that is not eligible for processing in SyRI” (Section
6.98).

A clear lack of information was identified regarding how the risk model works, the
types of algorithms used, and the risk analysis methods applied in the second
phase by the Inspectorate®. As stated in the judgment, this lack of transparency
could lead to discriminatory outcomes based on biases such as lower socio-
economic status or an immigrant background. The Dutch government itself
admitted that SyRI had only been used in so-called “problem districts” (Section
6.93), and the UN Special Rapporteur on extreme poverty and human rights has
warned about the discriminatory and stigmatizing effects of SyRI (Section 6.92).

The following outlines similar cases to SyRIl that have not reached judicial
instances.

7 COTINO HUESO, L., “Holanda: SyRI, ¢a quién sancion6? Garantias frente al uso de la
inteligencia artificial y decision automatizada en el sector publico y la sentencia holandesa de
febrero de 2020 (1)”, La Ley Digital 4999/2020, de 18 February de 2021, p. 8.
8 OUBINA BARBOLLA, S., “Limites a la utilizacién de algoritmos en el sector publico: reflexiones
a proposito del caso SyRI”, Justicia algoritmica y neuroderecho: una mirada multidisciplinary
(BARONA VILAR, ed.), Tirant Lo Blanch, Valencia, 2021. p. 659.
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o PAMAS: Job profiling system, Austria

In 2020, following a pilot phase, the Austrian Public Employment Service
(Arbeitsmarktservice, AMS) implemented a statistical profiling system called
PAMAS (Personalised Arbeitsmarktchancen Assistenzsystem) to assess
jobseekers’ prospects in the market. This algorithm evaluates various
characteristics of unemployed individuals and assigns each person a score.
Based on this statistical model, individuals are classified into three categories -
high, medium, or low likelihood of finding a new job- each receiving different
levels of support for labour market reintegration.

Controversy surrounding PAMAS emerged when the model's source code,
published by the contracted development company, revealed point deductions
for certain disadvantaged or vulnerable groups. For instance, points were
subtracted for being a woman or a non-EU citizen. Consequently, individuals
belonging to multiple vulnerable groups, especially those at higher risk of social
exclusion, faced significant score reductions, often placing them in the “low
likelihood of finding a job” category. This raised concerns about potential bias and
discriminatory impacts embedded within the automated system.

The discrimination does not stem from the algorithm itself but from the human
decisions made based on its results. The system accurately identified that factors
such as being a woman or a person of color were statistically associated with a
lower probability of finding employment. The issue lies in the programming
choices, where the system was designed to allocate fewer resources to
individuals with lower-probability outcomes, effectively reinforcing patterns of
social exclusion. This human decision to prioritize resources according to these
statistical outcomes is what ultimately produced the discriminatory impact.

While this system is objective in that it mirrors existing discriminatory practices in
the labour market, it has faced significant criticism from various Austrian
organizations and social sectors. These critiques are well-founded, as the system
contributes to the stigmatization of vulnerable groups by categorizing their
members in the lowest employment probability bracket. This classification
reinforces negative stereotypes and further marginalizes those already at a
disadvantage, perpetuating barriers to their reintegration into the workforce®.

The public unemployment service defended this classification approach by
claiming it would allow for better support to individuals facing greater challenges

9 SORIANO ARNANZ, A., “Decisiones automatizadas y discriminacién: aproximacion vy
propuestas generales”, Revista General de Derecho Administrativo, n® 56, enero 2021.
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in finding employment. However, it ultimately prioritized efficiency in the allocation
of public resources over other considerations. Concluding that the most efficient
use of resources would be to channel more support towards individuals with an
average probability of finding a new job, the service significantly reduced the
resources and assistance allocated to those with a lower likelihood of re-entering
the labour market. This decision, in turn, perpetuated social exclusion for certain
vulnerable groups who received less support, reinforcing the very barriers they
already faced0.

o Automated scoring system profiling in labor offices, Poland
In 2014 the Polish government introduced a profiling mechanism for unemployed
individuals that was supposed to allow support to be tailored to individual needs
and reduce bureaucratic inefficiency.

The system worked as follows: unemployed individuals were classified into three
groups according to their proximity to securing employment. Each group received
a specific type of assistance tailored to their situation. This categorization was
intended to be semi-automated, utilizing a scoring system that assigns each
person to one of the three profiles based on 24 data factors.

Based on the final score the algorithm decided which category shall be given to
the unemployed person. This determined the scope of assistance that a person
can apply for. The third category (containing around 30% of the unemployed,
those facing serious difficulties like chronic disease, disability or addiction), in
theory, were supposed to be able to apply for some sort of assistance. In practice,
financial and organizational problems mean local job centres offer little to those
in this category. They end up being written off as a helpless group that is not
worth investing in'".

The profiling mechanism was originally intended as a guidance tool, allowing staff
to have the final decision on which group an individual should be placed in. Once
a person’s profile is calculated, the system enables clerks to either accept or
reject the computer's decision. However, early statistics suggest that clerks chose
to override the result in fewer than 1 out of every 100 cases.

After numerous criticisms, in 2019 the government decided to end its experiment
with profiling the unemployed. The primary concerns have centered around the
lack of transparency in how decisions are made. Lack of transparency in the

10 |

Ibid.
" NIKLAS, J., “Poland: Government to scrap controversial unemployment scoring system”,
Algorithm Watch, 16 April 2019, available at: https://algorithmwatch.org/en/poland-government-

to-scrap-controversial-unemployment-scoring-system/
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process of profiling is directly related to the choice of the computer system as the
main decision-making tool and the decision to keep the underlying algorithm
secret (even from the frontline staff who are responsible for carrying out the
interview with the unemployed) 2. Unemployed individuals had no right to access
information on how the computer system determines their status, including the
logic behind it, the specific data used, or how it impacts the final decision.
Additionally, they were unable to challenge the computer’s decision or request
human intervention in the process.

The second concern relates to the risk of discrimination. Assignment to a specific
profile is based on factors such as age, gender, and disability status, meaning
that the situation of certain unemployed individuals, particularly their actual
access to labor market programs, is influenced by these characteristics.

The Supreme Audit Office (Najwyzsza Izba Kontroli), responsible for overseeing
the state budget, public spending, and the management of public assets,
conducted a comprehensive review of the profiling mechanism. The review
revealed that the system is ineffective and potentially discriminatory. Under the
scoring criteria, women are evaluated differently than men, and individuals from
vulnerable groups, such as single mothers, people with disabilities, and rural
residents, are more likely to be placed in the third profile.

o Toeslagenaffaire, the Netherlands
The Dutch childcare benefits scandal, or Toeslagenaffaire, illustrates the adverse
impact of unregulated artificial intelligence on vulnerable populations. Beginning
in 2013, the Dutch tax authorities implemented an algorithmic risk classification
model to identify and combat childcare benefits fraud. This system, employing
self-learning algorithms, flagged applications for fraud investigations based on a
variety of criteria, including nationality, leading to systemic racial profiling3.

The algorithm labeled non-Dutch nationals and individuals with dual citizenship
as high-risk, subjecting them disproportionately to audits and severe financial
penalties. Many families, often from immigrant or minority backgrounds, were
falsely accused of fraud for minor administrative errors or omissions. These errors
resulted in the suspension of benefits and demands for immediate repayment of

2 FUNDACJA PANOPTIKON (Jedrzej Niklas, Karolina Sztandar-Sztanderska, Katarzyna
Szymielewicz), Profiling the unemployed in poland: social and political implications of algorithmic
decision making, Warsaw, 2015, available at:
https://panoptykon.org/sites/default/files/leadimage-
biblioteka/panoptykon_profiling_report_final.pdf
13 AMNESTY INTERNATIONAL, Xenophobic Machines - Discrimination through Unregulated
Use of Algorithms in the Dutch Childcare Benefits Scandal, London, available at:
https://www.amnesty.org/en/documents/eur35/4686/2021/en/
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large sums, pushing families into debt, unemployment, and homelessness, with
severe psychological and social consequences.

The system's opacity and lack of accountability compounded the problem,
making it impossible for affected families to challenge the decisions effectively.
Despite prior warnings about the human rights risks of such automated systems,
no measures were taken to prevent discrimination or ensure transparency. The
revelations of these practices led to a national scandal, the resignation of the
Dutch government in 2021, and calls for compensation and reform.

2.1.7. DUB & BRADSTREET Austria: automated decision-making, Austria

Date of final decision: September 12, 2024
Authority: Opinion of Advocate General of the Court of Justice of the European
Union (CJEU), Mr. Richard de la Tour

e Origin of the case:

The case arose when a mobile operator refused to conclude or renew a mobile
phone with an individual (CK), contracting insufficient financial solvency. This
assessment was based on a credit evaluation performed by DUB &
BRADSTREET Austria GmbH (formerly Bisnode Austria GmbH). CK, seeking to
understand the reasons behind the refusal, submitted a claim to the Austrian Data
Protection Authority requesting information about the logic applied in the
automated decision-making process. The Authority granted CK’s request, but
due to subsequent appeals, the Vienna Regional Administrative Court referred
the matter to the Court of Justice of the European Union (CJEU). The key issue
was to determine the extent of the information that DUB & BRADSTREET must
disclose to CK to ensure transparency and accuracy in the automated credit
assessment process.

e Opinion of the Advocate General of the CJEU:

The Advocate General of the CJEU opined that, under Article 15(1)(h) of the
GDPR, DUB & BRADSTREET is obligated to provide CK with "meaningful"
information about the logic of the automated decision-making process. This
includes the methodology and criteria used to evaluate CK’s creditworthiness but
excludes complex technical details, such as complete algorithms, when they
qualify as trade secrets or involve the personal data of third parties.

The Advocate General emphasized that the information provided must be
concise, accessible, and easily understood. The goal is to allow CK to verify the
accuracy of the decision and understand the causal connection between the
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methods used and the outcome. This ensures that the data subject can fully
comprehend how their creditworthiness was assessed and identify any potential
inaccuracies.

e Key findings:

This case underlines the tension between transparency in automated decision-
making and the protection of intellectual property and third-party data. The
Advocate General's interpretation ensures that the right to meaningful information
under the GDPR is not diluted by overly technical or opaque explanations.

The findings underscore the need to protect vulnerable groups from opaque
algorithmic decisions that can significantly impact their fundamental rights. The
Advocate General affirmed that balancing transparency with the protection of
intellectual property must not be used as a pretext to deny individuals their right
to understand decisions affecting them. Courts or competent bodies are tasked
with weighing these rights and ensuring fairness.

The case sets a precedent for ensuring transparency in automated decision-
making, providing a safeguard for individuals, including those from vulnerable
groups, to challenge and verify the fairness of algorithmic outcomes.

2.1. Informal and precarious workers

This section analyses three cases of informal and precarious workers and a fourth
case of workers who, although not precarious, are negatively affected by an
algorithm that decides the location of their jobs, with the adverse consequences
that this entails.

2.2.1. AMAZON: Flex delivery app, United States

Date of final decision: Pending resolution
Authority: Cobb County State Court, Georgia, USA

e Origin of the case:
The accident occurred on 15 March 2021 in Marietta, Georgia, when Rana, a
passenger in a Tesla vehicle, was rear-ended by an AMAZON driver, Bryan
Williams, who allegedly failed to exercise due care and was reportedly under the
influence of drugs. AMAZON and Harper Logistics, acting as AMAZON's Delivery
Service Provider (DSP), are identified as liable parties by virtue of their vicarious
employment relationship with Williams and the implementation of an algorithmic
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system that pressures drivers to meet unrealistic objectives.The lawsuit was filed
on October 22, 2021.

e Decision:

The case remains pending and awaits judicial resolution. The claim asserts
multiple causes of action, including negligence, negligence per se, and vicarious
liability under the principle of respondedat superior. The complaint argues that
AMAZON, through its Flex delivery algorithm and other Al systems, imposes
delivery targets that incite drivers to act recklessly. Furthermore, AMAZON
exercises extensive control over its DSPs and drivers, challenging the DSPs’
corporate independence and raising the potential for corporate veil piercing to
hold Amazon directly accountable.

e Key findings:

AMAZON’s reliance on artificial intelligence and supervisory algorithms lies at the
heart of this legal claim that sheds light on the profound implications of technology
on corporate liability and public safety. Central to the case is the company’s Flex
system, an Al-driven application that governs critical aspects of delivery
operations, including route allocation, timing, and real-time monitoring of drivers’
speed and location. While the system is designed to optimize efficiency, the claim
argues that it imposes such stringent performance targets that it undermines the
safety of both drivers and the public. By prioritizing speed over caution, Amazon’s
approach allegedly creates a hazardous work environment.

This pressure is most evident in the “rabbit speed” threshold, a metric used to
evaluate delivery speed and efficiency. Drivers are compelled to meet this Al-
monitored benchmark or face penalties, such as damage to their FICO score,
which directly affects their earnings. According to the claim, this relentless
algorithmic pressure incentivizes drivers to adopt unsafe practices, including
driving at dangerously high speeds. Such behavior, it is argued, directly links
Amazon's operational model to potential liability for compromising safety
standards.

Adding to the complexity is AMAZON'’s dual role in training and supervising its
drivers. While drivers are technically employed by third-party delivery service
partners (DSPs), AMAZON provides initial training and establishes supervisory
guidelines. In this case, Williams, the driver involved, was employed by Harper
Logistics, but AMAZON conducted his background check and approved his
employment. This involvement complicates the question of accountability,
suggesting that AMAZON’s oversight (or lack thereof) might render it partially
liable for inadequate supervision.
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The legal claim seeks substantial compensation for the devastating
consequences of these alleged shortcomings. Rana, the injured party, has
endured severe physical and emotional harm, leading to significant medical
expenses, pain and suffering, and lost earnings. In addition to these damages,
the claim seeks punitive compensation, citing Amazon’s aggravated negligence
in ignoring the risks posed by its algorithmic systems to both public safety and
the welfare of its drivers.

This case serves as a critical example of the intersection between technology
and corporate liability, particularly in contractor relationships. The claim points out
AMAZON’s near-total control over its DSPs and drivers through Al systems,
potentially setting a transformative precedent. As the legal system grapples with
these emerging dynamics, the outcome could redefine the boundaries of
corporate responsibility and employment relationships in the context of Al-driven
operations.

2.2.2. UBER: employment in the digital era, United Kingdom

Date of Final Decision: December 19, 2018
Authority: Court of Appeal (Civil Division), United Kingdom

e Origin of the case:
The case originated from a claim filed by UBER drivers in London, seeking
recognition as “workers” under UK employment legislation. This recognition
would afford them rights under the Employment Rights Act 1996 and the National
Minimum Wage Act 1998, including entitlements such as minimum wage and
compensation for working hours. The claimants argued that, despite their
designation as “independent contractors”, they were effectively subject to Uber’s
control through its platform and algorithms, resulting in a relationship of
dependency.
e Decision:

The Court of Appeal upheld the decision of the Employment Tribunal, which had
determined that the drivers qualified as “workers” by virtue of their relationship
with UBER London Ltd. It found that UBER’s control, primarily exercised through
the app and its algorithms, limited drivers’ autonomy in areas such as accepting
and rejecting trips, performance ratings, and the use of the app itself. The
decision establishes that, although the contracts designated the drivers as
independent contractors, UBER’s system structure imposed conditions that
rendered them dependent on and subordinate to the company’s decisions, which
is incompatible with the autonomy expected in an independent contractor
relationship.
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e Key findings:

The pervasive influence of Al and algorithmic tools within the context of
contemporary labour relations has come under judicial scrutiny, particularly in
cases involving technology-driven platforms such as UBER. In the present
matter, the algorithms integrated into UBER’s application were identified as
pivotal instruments of managerial control over drivers. These mechanisms,
extending from the assignment of trips to the continuous monitoring and
assessment of performance, were deemed to constitute a form of algorithmic
supervision. The tribunal concluded that such oversight exemplified a hierarchical
and subordinate relationship, an essential criterion for defining the employment
status of workers.

Moreover, the tribunal recognized the economic and operational dependency of
the drivers on UBER. It was established that the platform, through its algorithmic
systems, exercised extensive control over access to customers, fare
determination, and the operational conditions under which drivers performed their
duties. This structure significantly restricted the drivers’ capacity to operate as
independent agents, reinforcing their reliance on the platform and underscoring
their lack of autonomy.

The decision further elucidated the interpretation of the term “worker” under the
framework of UK labour law. It affirmed that the classification of an individual’s
employment status transcends the language used in written contractual
agreements. Instead, it is grounded in the practical realities of the relationship
between the parties involved. Despite the contractual designation of UBER
drivers as independent contractors, the tribunal found that the substantive
dynamics of the relationship were marked by subordination and economic
dependency, hallmarks of a worker classification.

This case also highlights a broader imperative to modernize labour protections in
response to the rise of digital platforms and artificial intelligence. As these
technological innovations reshape the contours of employment relationships,
they pose significant challenges to the preservation of workers’ rights. The
tribunal’s findings underscore the necessity of safeguarding these rights against
contractual frameworks that may misrepresent or obscure the true nature of the
employment relationship, ensuring that labour laws remain robust and equitable
in the digital economy.

2.2.3. DELIVEROO: algorithmic discrimination and labour rights, Italy

Date of Final Decision: November 27, 2020
Authority: Ordinary Court, Bologna, Italy
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e Origin of the case:

The conflict arose from the conditions governing riders’ access to work sessions,
which were managed through DELIVEROQ’s digital platform. The claim, lodged
by the trade unions Filt Cgil, Filcams Cgil, and Nidil Cgqil, alleged that the algorithm
managing access to work sessions created discriminatory treatment against
workers who participated in union actions, exercised their right to strike, or were
unable to attend shifts for legitimate reasons such as illness or family
responsibilities. The algorithm penalized these workers by lowering their scores,
which negatively affected their ability to secure future shifts, creating a barrier to
employment.

e Decision:

In its analysis, the Court of Bologna emphasized that DELIVEROO’s system not
only organized work through the digital platform but also created disparities in
access to work sessions based on a reliability ranking. This ranking, determined
by adherence to pre-booked sessions and participation during peak hours, placed
riders in a position of dependence on the algorithm. The court recognized that
this system created a significant disadvantage for riders who were compelled to
cancel work sessions due to circumstances beyond their control, such as
participating in strikes or personal situations justifying their absence.

DELIVEROO argued that the booking system was optional and that riders were
not obliged to accept shifts. However, the court found that, in practice, the system
severely impacted workers who did not meet the algorithm’s requirements, as
their ability to book future shifts was drastically reduced. The platform failed to
consider legitimate reasons for cancellations, leading to discriminatory behaviour
towards certain workers, particularly those exercising their right to strike.

e Key findings:

The court, in its deliberations on the employment practices of DELIVEROO,
identified the algorithm employed by the platform as a mechanism of indirect
discrimination. This system, designed to prioritize certain riders based on their
ability to fulfil pre-booked work sessions, disproportionately disadvantaged
individuals in vulnerable circumstances, including those with family
responsibilities or health issues. Notably, the algorithm also imposed penalties
on riders who engaged in strike actions, thereby encroaching upon the
constitutionally enshrined right to strike, a cornerstone of labour rights.

The impact of such algorithmic technologies extends beyond mere organizational
efficiency, reaching into the core of labour rights protections. The court
acknowledged that while the algorithm ostensibly functioned in a neutral manner,
it perpetuated disparities in access to work by failing to account for legitimate
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reasons behind certain riders’ inability to participate in scheduled sessions. This
case illustrates the latent capacity of algorithmic systems to engender
discriminatory outcomes, even absent explicit intent, thus raising significant
concerns about their broader implications in employment contexts.

In its findings, the court affirmed the responsibility of digital platforms to uphold
labour rights and align their operations with anti-discrimination legal frameworks.
DELIVEROQO's reliance on the presumed neutrality of its algorithm was deemed
insufficient to absolve it of accountability for the adverse effects such systems
had on its workers. The judgment highlights that digital platforms must take
proactive measures to mitigate the discriminatory potential of their technologies
and ensure compliance with established labour standards.

Furthermore, the court reaffirmed the necessity of safeguarding union rights,
particularly the right to strike, against the encroachments of algorithmic oversight.
DELIVEROO'’s failure to adapt its algorithm to accommoda